Pensamiento humano e IA desde una perspectiva

filoséfica. Exposicion en Fundacion Etica Visionaria
(FEV) 24/01/2026

Esta exposicion se origina en un articulo publicado por el peridodico Le Monde el 13 de
noviembre de 2025, y que me parecid interesante porque presenta un enfoque diferente
del habitual, ya que la mayoria se ocupa de analizar la cuestiéon financiera (si las
inversiones en la IA son un “burbuja” o no). O del impacto ambiental que implican los
equipos necesarios para su implementacion (la administracion Trump declaré emergencia
energética en EU por este motivo).O del ingente consumo de agua para enfriamiento de
los equipos. O del evidente impacto en el empleo (ya que las compaiiias sustituiran
personal en muchas tareas que pueda realizar la 1A, cuestion que ya estd sucediendo, en
varios campos, por €j. en empresas como Amazon, call centers, etc.). O por la creciente
influencia en la gobernanza del mundo de las “Siete Magnificas” (Alphabet, Amazon,
Apple, Meta, Microsoft, Nvidia y Tesla). En otras publicaciones se habla de Gafam,
acrénimo para las cinco tecnologicas estadounidenses: Google
(Alphabet), Apple, Facebook (Meta), Amazon y Microsoft, que, segian dice el buscador de
Google, “dominan la tecnologia, el comercio electronico, las redes sociales y el software,
destacando por su recopilacion de datos y su gran capitalizacion en el mercado. Este
término agrupa a las empresas que tienen un enorme poder e influencia global, moldeando
la vida moderna a través de sus omnipresentes servicios y productos.” Evidentemente es
un amplio campo que va desde la politica, hasta la ética. Sin embargo, en esta
oportunidad, trataré de aportar alguna luz desde el punto de vista filosofico.

El titulo del articulo al que he hecho referencia al principio plantea, de por si, un
cuestionamiento de caracter filosofico: “Al delegar la escritura a la 1A, corremos el
riesgo de impedir nuestra reflexion” (Corentin Lamy', Le Monde, 13/11/2025).

El analisis filosofico de una temdtica no se queda en el plano social, ni técnico, ni
histérico, sino que trata de escudrifiar los fundamentos ultimos del problema. Porque,
como veremos, o trataré de mostrar, la IA cuestiona la propia naturaleza del ser humano.
Por qué?

! Chef de service adjoint chez Le Monde



Desde la antigliedad se consideraba que una de las caracteristicas mas esenciales del ser
humano era su razén, su inteligencia, su pensamiento; y esto nos distinguia de los
demas animales.

Sin embargo, desde hace un buen tiempo se habla, persistentemente, desde la
terminologia de la mercadotecnia, de objetos, de utiles, inteligentes: existen hoy,
lavarropas,  televisores, teléfonos, coches, casas, ciudades, rutas, herramientas
inteligentes... Pareciera haber un curioso desplazamiento de la inteligencia humana, que,
por supuesto, maneja una cantidad relativamente limitada de datos en comparacion con
las Ias; pero que los procesa de un modo absolutamente diferente.

Se hace necesario, sin embargo, distinguir, entre varios tipos de IA, no todas tienen el
mismo acceso a fuentes de datos especificos y, por otra parte ya desde hace mucho, todos
los usuarios de internet, somos también usuarios de algin tipo de inteligencia artificial,
todos los motores de busqueda lo son. Pero lo que ha producido esta supuesta revolucion,
son los chatbot (ChatGpt, Luzia, chatbot de Bing, Tidio, Zendesk, etc.) porque ha puesto
en las manos del publico en general un artilugio que puede generar textos sencillos como
los que corresponden a informes rutinarios, y respuesta a ciertas Ordenes por
reconocimiento de voz, manifestando una especie de magia electronica que aviva nuestro
espiritu infantil. Pero también de reconocimiento facial y otros usados por policias y
ejércitos para control social y la guerra. No habria inversiones tan multimillonarias en
este campo, simplemente por el interés de poner a disposicion de usuarios particulares
“gadgets” de diversion o trabajo de emprendedores o mipymes. Estd en juego mucho mas,
el dominio geopolitico del mundo, mediante el uso de este tipo de tecnologia. También
desde un punto de vista mental, en el manejo de grandes masas como la Pandemia
Covid-19.

Nuestro tema es mas bien otro, y es el de establecer diferencias entre la inteligencia
humana y las Ias.

En la sintesis inicial de su articulo, Corentin Lamy dice:

Escribir no nos permite solamente comunicarnos, sino que nos ayuda a organizar
nuestras ideas. Recurrir a generadores de texto basados en inteligencia artificial
equivale, por lo tanto, a dejar que los multimillonarios de Silicon Valley piensen
por nosotros.[lo destacado es mio]. [...]

Luego comentaré la referencia, que no es poco importante, sobre los “multimillonarios
del Silicon Velley”, por ahora me remito a la esencia de lo que quiero analizar.

Pero escribir no es solamente comunicar, es también pensar. En una reciente
entrevista en la revista Usbek & Rica, el filosofo Eric Sadin lamenta que «mil



millones de individuos» encuentran en estas tecnologias «la ocasion de no ejercer
mas sus facultades fundamentales, entre las que destacan las de hablar y escribir
en primera personay». Y continua: « jEntendemos que una vida privada de la
expresion de nuestras facultades y de vinculos activos con nuestros semejantes
solo puede ser caldo de cultivo para la tristeza, el rencor y la locura?» [el
destacado es mio]

«Un escritor no escribe solo palabras, agrega Ed Zitron, (autor norteamericano
especialista en inteligencia artificial, en su Acusacion contra la IA generativa);
hace entrechocar las ideas, ideales, emociones, reflexiones, hechos y
sentimientos (...) La buena escritura es una tension (...) un proceso atravesado
por la emocion...una emocion que una IA no sabria replicary [el destacado es
mio][...]

Mas generalmente, poner orden en un texto, es poner el orden de su
pensamiento. [el destacado es mio] [...]

Comencemos por el pensar:

Escribir, sobre todo, significa pensar. Y éste ha sido, desde el principio de su historia el
tema fundamental de la filosofia: ;Qué significa pensar? Es, asimismo, el titulo de un
libro de Martin Heidegger (Was heisst Denken). Libro laborioso y profundo, resultado de
clases impartidas por Heidegger en 1951-1952 en la Universidad de Friburgo de
Brisgovia.

(Qué significa pensar?, repite una y otra vez Heidegger en sus clases magistrales de la
Universidad de Friburgo, porque segun €I, histéricamente, se ha pensado muy poco.

La memoria es la aglutinante del pensamiento.(Heidegger, 2005), (p. 22)

En esta tnica cita a la que he recurrido del texto de Heidegger, el autor, relaciona
memoria con pensamiento. Aprovecho esta relacion para hacer notar que mientras la
memoria digital es un sistema electronico de almacenamiento de datos, la humana no es
un reservorio pasivo, sino una estructura dindmica que, como dice Heidegger, permite
aglutinar el pensamiento. Y, por lo tanto, alli convergen cuerpo y “alma”.

Evidentemente, en estos ultimos afios nos han invadido una serie de metaforas que son
confusas y que ademads, falsean la naturaleza de las cosas. Pensamos que el cerebro
funciona como un ordenador que recibe informacidon (input) y que expele ciertos
resultados de diverso tipo (output); pero no lo concebimos como parte esencial de un
sistema complejo; pero vivo.

Por eso dice muy claramente Corentine Lamy:

;Y en qué piensa el ChatGPT? Felizmente, en nada: ya se ha dicho, el
programa se contenta con regurgitar los textos que figuran en su corpus de
entrenamiento, desarrollando variantes segun un modelo probabilistico. Los
generadores de texto producen frases como la montaiia torrentes, sin tener
conciencia a donde van, de lo que acarrean. Ni siquiera de que ellos existen.



Con la memoria humana entramos directamente a la interseccion “cuerpo-alma” para
decirlo en los términos de Aristoteles, en el Tratado del alma:

el alma es la primera entelequia del cuerpo fisico que posee la vida en potencia”.
Aristoteles pensaba el mundo en general en una forma dinamica, como potencia y acto.
Potencia significa que algo no esta todavia realizado (en la semilla estd en potencia el
arbol), y el acto es la realizacion, en este caso lo expresa como entelequia, como
perfeccion, ya que para €l la realizacion de la potencia es una forma de perfeccion.

Desde la época de Aristoteles (384-322 AC) hasta hoy se ha ido abandonando
paulatinamente este concepto de alma (en griego, yoyn (psujé)). Sin embargo todavia
perdura en palabras como psicologia y otras relacionadas.

Dejemos por ahora el concepto de alma para hacer la distincion entre recuerdo y
memoria. Ya Platon (428-347 AC) hacia la distincion entre pvrjun (mneme) (memoria)
y avauvnolg (ananmnesis) (recuerdo), la memoria seria la facultad de atesorar
recuerdos.

Quiero citar el final de un cuento de Jorge Luis Borges, que se llama Funes el memorioso,
del libro Artificios (1944). (Borges, 1974)

Se trata de un hombre de campo, un paisano, un gaucho, que tiene un accidente, se cae de
su caballo; y este accidente tiene una consecuencia extraordinaria y a la vez terrible: surge
en ¢l una memoria absoluta, recuerda todo. Y todo es todo, hasta el mas minimo detalle
de cada pliegue de una cortina. Al final del cuento, a modo de epilogo, dice Borges:

Habia aprendido sin esfuerzo el inglés, el francés, el portugués, el latin.
Sospecho, sin embargo, que no era muy capaz de pensar. Pensar es olvidar
diferencias, es generalizar, abstraer. En el abarrotado mundo de Funes no habia
sino detalles, casi inmediatos.

Borges sefiala aqui con toda claridad que una cosa es memorizar, en este caso extremo,
memorizar todo, y otra muy distinta es pensar; pero sin embargo, siguiendo ahora a
Heidegger, el pensamiento necesita de la memoria; pero €sta es una memoria humana,
transida de recuerdos, de pasion, de olvidos, que, como dice Freud es una forma de
recuerdo. Para ¢él el olvido, y el recuerdo, tienen que ver con el subconsciente, también
con el ello, que, en definitiva son pulsiones corporales como la sexualidad tan puesta de
manifiesto en la obra freudiana. Esto no tiene nada que ver con una memoria digital, ni
con el “aprendizaje profundo” de las las. El pensamiento humano se da en un cuerpo vivo,
el cuerpo no es algo aleatorio o circunstancial y no hay union fisica del cuerpo y el alma
como pensaba Descartes.

Para Henri Bergson (1859-1941) hay una memoria psicofisioldgica y otra que es la
memoria pura, ésta constituye la propia esencia de la conciencia. La entenderiamos aqui,
en forma general, como autoconocimiento, como experiencia vivida.

En cuanto a que el sistema nervioso es un sistema corporal: “el perder de vista las raices
organicas del sistema nervioso es una de las fuentes mayores de confusion respecto a su
operar efectivo” (Maturana, 1997) [falta cita]



Lo vivo (autopoiético, autonomo), lo mecanico (la maquina, heteronoma)

En su libro El fenomeno de la vida, Francisco Varela, define con gran precision el
fendmeno autopoiético, que no es mds que definir una de las caracteristicas
fundamentales del fendémeno de la vida:

[...] la célula es capaz de automantencion gracias a un patron constitutivo o
proceso de generacion circular que reemplaza continuamente los componentes
que estan siendo destruidos y recrea las condiciones para discriminar entre el si
mismo y el no-si mismo. Claramente, esta pauta de organizacion basica podria
presentarse en diferentes tipos de unidades, no exclusivamente en la célula basica
tal como la conocemos. Esta organizacion minima es lo que con Maturana
denominamos una unidad autopoética, la que se define mas precisamente del
siguiente modo: un sistema autopoiético esta organizado (esto es, se define como
una unidad) como una red de procesos de produccion (de sintesis y destruccion)
de componentes, en forma tal que estos componentes: (i)se regeneran
continuamente e integran la red de transformaciones que los produjo, y (ii)
constituyen al sistema como una unidad distinguible en su dominio de
existencia. (Varela, 2002)(p30)

La lengua

Para Humberto Maturana? las “palabras son acciones, no son cosas que se pasan de aqui
para alla. Es nuestra historia de interacciones recurrentes la que nos permite acoplamiento
interpersonal efectivo, y encontrar un mundo que estamos especificando en conjunto a
través de nuestras acciones” (Maturana H. V., 1997)(p.154)

Maturana esta considerando la evolucion de los hominidos desde hace miles de afios, en
su evolucion filogénica y en la interaccion en la que emerge el ser humano.

[...]la aparicion del ser humano y de todo el contexto social en el que aparece,
genera este fenomeno inédito —hasta donde sabemos- de lo mental y de la
conciencia de si como la experiencia mas intima del ser humano. (Maturana H.
V., 1997)(p.154)

Nos realizamos en un mutuo acoplamiento lingiiistico, no porque el lenguaje
nos permita decir lo que somos, sino porque somos en el lenguaje, en un continuo

ser en los mundos lingiiisticos y semdnticos que traemos a la mano con otros.
(Maturana H. V., 1997) (p155)

> Doctor en biologia (PhD) de la Universidad de Harvard y profesor titular de la Universidad de
Chile.



En otras palabras, el lenguaje es verdaderamente esencial a la condicion humana y
ademas, segun la concepcidn evolutiva de Maturana, el lenguaje ha sido condicion de su
evolucion, mental y social. Por supuesto que con esto no clausuro de ninguna manera toda
la complejidad del lenguaje que no podria ser expresada ni remotamente en un espacio
tan breve de tiempo. S6lo queria exponer un pensamiento bastante peculiar del lenguaje,
aunque emparentado, sobre todo por Varela® con el pensamiento fenomenoldgico de
Heidegger y Merlau-Ponty.

Y precisamente en este punto surgen varias preguntas cruciales: ;los desarrollos de las
las, por ahora embrionarios, podran cruzar la barrera de la complejidad del cerebro
humano y el lenguaje? [segun Maturana y Varela en el libro citado hay mas de “10" o
quizas mas de 10" neuronas (decenas de miles de millones), y que cada una de ellas
reciben multiples contactos de otras neuronas y se conecta a su vez con muchas células,
la combinatoria de posibles interacciones es mas que astronémica”(p.105)] ;Se trata de
una “cuestion de tiempo” o de imposibilidad ontologica, es decir, una imposibilidad
intrinseca de la no-vivo para acceder al pensamiento?;Podrian las “redes neuronales
artificiales” (otra de las metaforas engafiosas del lenguaje cibernético) tener la
complejidad pléstica del sistema nervioso humano, o sélo simulan esa complejidad, o
sentimientos, por puro entrenamiento imitativo con ouput estadistico?

Aprendizaje profundo (Deep learning) y sesgos

Comienzo con una pregunta: ;Podrd compararse este “aprendizaje” (quizas seria mejor
hablar de entrenamiento) con el aprendizaje que desarrolla un bebé desde cero a cien afios
(va que el aprendizaje es permanente, aunque los primeros afios de vida sean decisivos)?

Veamos so6lo algunas cosas importantes que dice Harari en Nexus, cuyo subtitulo es: Una
breve historia de las redes de informacion desde la Edad de Piedra a la IA:

La IA no es un automata tonto que repite los mismos movimientos una y otra vez
independientemente de los resultados. Mas bien, esta equipada con potentes
mecanismos de autocorreccion que le permiten aprender de sus propios errores
[diriamos que aprende por “ensayo y error”, pero este “ensayo-error no es
tampoco del mundo “real” sino el de los algoritmos que confrontan millones de
datos] (Harari, 2024) (p.324-325)

Y continua:

* Francisco J. Varela Garcia. Doctor en Biologia (PhD) de la Universidad de Harvard. Profesor
titular del CNRS, Paris.



Esto significa que la 14 comienza su vida como un "algoritmo bebé" con mucho
potencial y capacidad de calculo, pero que en realidad no sabe mucho. Sus padres
humanos solo le otorgan la capacidad de aprender y acceder a un mundo de
datos. Luego, dejan que el algoritmo bebé explore el mundo [?] [;como podria
hacerlo?]. Como recién nacidos orgdnicos [?], los algoritmos bebés aprenden
detectando patrones en los datos a los que tienen acceso. Si toco fuego, me duele.
Si lloro, mama viene. Si sacrifico una reina por un peon, probablemente pierda
la partida. Al encontrar patrones en los datos, el algoritmo bebé aprende mas,
incluyendo muchas cosas que sus padres humanos desconocen (Harari, 2024)

(p.325)

Con todo respeto por el esfuerzo de Harari y su prestigioso nombre como creador de

voluminosos best sellers, diria yo, que el aprendizaje humano difiere absolutamente del

entrenamiento de una IA. Traigo aqui a Jean Piaget, el epistemologo y psicologo genético

suizo, quien establecid, a partir de la evolucion de sus propios hijos y la observacion

clinica distintas etapas del aprendizaje de un nifio.

El periodo que se extiende entre el nacimiento y la adquisicion del lenguaje estda
marcado por un extraordinario desarrollo mental.[...leste periodo consiste en
una conquista, mediante las percepciones y los movimientos, de todo el universo
prdctico que rodea al nifio. Pero esta «asimilacion sensorio-motrizy del mundo
exterior inmediato lleva a cabo, de hecho, toda una revolucion copernicana en
miniatura: mientras que en el punto de partida de este desarrollo el recién nacido
lo refiere todo a si mismo, o , mas concretamente a su propio cuerpo, en la
meta, o sea cuando se inicia el lenguaje y el pensamiento, el nifio se situa ya
practicamente, como elemento o cuerpo entre los demdas, en el universo que él ha
construido paulatinamente y que siente exterior a si mismo. (Piaget, 1978)(ps.17-
18)

Me parece que con este testimonio de Piaget contestamos al planteo de Harari en cuanto

a esa comparacion excesiva entre el aprendizaje de un bebé y de una IA.

Paso ahora a considerar algo que me ha parecido muy importante en el planteo de Harari

en Nexus, y es el de los sesgos. Veamos:

Sin embargo, las bases de datos presentan sesgos. Los algoritmos de
clasificacion facial estudiados por Joy Buolamwini se entrenaron con
conjuntos de datos de fotos etiquetadas en linea, como la base de datos



Labeled Faces in the Wild. Las fotos de esa base de datos se tomaron
principalmente de articulos de noticias en linea. Dado que los hombres
blancos dominan las noticias, el 78 % de las fotos de la base de datos eran
de hombres y el 84 % de personas blancas. George W. Bush aparecio 530

veces, mas del doble que todas las mujeres negras juntas. (Harari,

2024)(p325)[...]

Otra base de datos preparada por una agencia del gobierno
estadounidense contenia mds del 75 % de hombres, casi el 80 % de piel
clara y solo el 4,4 % de mujeres de piel oscura.[...]

No es de extraiiar que los algoritmos entrenados con dichos conjuntos
de datos fueran excelentes para identificar a hombres blancos, pero
pésimos para identificar a mujeres negras. Algo similar le ocurrio al
chatbot Tay. Los ingenieros de Microsoft no le incorporaron ningun
prejuicio intencional. Pero unas pocas horas de exposicion a la
informacion toxica que circulaba por Twitter convirtieron a la IA en una
racista furiosa [...]

Y la cosa empeora. Para aprender, los algoritmos bebés necesitan algo
mads, ademas de acceso a datos. También necesitan un objetivo. Un bebé
humano aprende a caminar porque quiere llegar a algun lugar. Un
cachorro de leon aprende a cazar porque quiere comer. Los algoritmos
también deben tener un objetivo para aprender. (Harari, 2024)(p325)

Si no eliminamos el sesgo desde el principio, las computadoras podrian
perpetuarlo y magnificarlo.[...]

Aqui viene lo mas importante para nuestro analisis:

Pero deshacernos del sesgo algoritmico podria ser tan dificil como
deshacernos de nuestros sesgos humanos. Podriamos decidir simplemente
descartar el algoritmo sesgado y entrenar un algoritmo completamente
nuevo con un nuevo conjunto de datos menos sesgados. Pero ;donde

podemos encontrar un conjunto de datos totalmente imparciales? (Harari,
2024)(ps327-328)

Habria que ver la cantidad de sesgos acumulados en todos los campos y como esto puede
incidir en la vida publica. Ya que desde hace tiempo hay una fuerte tendencia a concebir
a los Estados y a la politica como algo equivalente al gobierno de una empresa. Y en un
programa espafol de andlisis politico se plantea la cuestion de si se puede privatizar la
democracia. En verdad ésta es la idea, transida de transhumanismo del Sr. Tesuzo

Matsumoto, ex Ceo de la compaiia nipona Saufal, profesor universitario y experto en
IA:



“El ser humano, simplemente, no es apto para la politica, tiene su ego, tiene

’

deseos, es inestable. Con la IA se puede lograr la “Razon pura”, esto lo sabemos
por la filosofia del idealismo aleman. Se trata de saber como deberian ser las
cosas, debemos programar a la IA para que “todo sea como debe ser”.
( transcripto de un video de la DW (Limites éticos para la 14, Youtube) Por el

contrario, el ser humano solo puede ser, nunca alcanzara un estado ideal.

La politica naci6é en Grecia intimamente relacionada con la ética, asi lo podemos ver
claramente en Socrates, Platon y Aristoteles. Sin embargo la democracia liberal pareciera
estar tocando a su fin, sobre todo por la conformacion de bloques muy poderosos que
requieren economias de guerra y un sistema que no admite disensos. Dentro de estos
poderes, se encuentran en muy primer plano, las llamadas Siete Magnificas que ya hemos
mencionado. Las regulaciones legales son muy relativas, porque no pueden “impedir la
innovacion”, y las compaiiias prefieren pagar fuertes sumas en multas que revertir sus
intromisiones en los datos de las personas haciendo una verdadera mineria psicologica-
mercadologica, haciendo perfiles de todo el mundo para control social. Cierro mi
participacion con una observacion de Lamy en el articulo que origina esta presentacion,

repito la cita:

Escribir no nos permite solamente comunicarnos, sino que nos ayuda a
organizar nuestras ideas. Recurrir a generadores de texto basados en
inteligencia artificial equivale, por lo tanto, a dejar que los multimillonarios de
Silicon Valley piensen por nosotros.[lo destacado es mio]. [...]

Gracias
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